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Abstract 

We present a study based on density functional theory calculations to explore the rate limiting steps of  

product formation for oxidation by Flavin-containing Monooxygenase (FMO) and glucuronidation by the  

UDP-glucuronosyltransferase (UGT) family of enzymes. FMOs are responsible for the modification phase of 

metabolism of a wide diversity of drugs, working in conjunction with Cytochrome P450 (CYP) family of enzymes, 

and UGTs are the most important class of drug conjugation enzymes. Reactivity calculations are important for 

prediction of metabolism by CYPs and reactivity alone explains around 70 – 85 per cent of the experimentally 

observed sites of metabolism within CYP substrates. In the current work we extend this approach to propose 

model systems which can be used to calculate the activation energies, i.e. reactivity, for the rate-limiting steps 

for both FMO oxidation and glucuronidation of potential sites of metabolism. These results are validated by 

comparison with the experimentally observed reaction rates and sites of metabolism, indicating that the 

presented models are suitable to provide the basis of a reactivity component within generalizable models to 

predict either FMO or UGT metabolism. 
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Introduction 

One of the main functions of metabolism is the elimination of endo- and xenobiotics. Since organisms are 

continually exposed to a myriad of substrates which vary in physical and chemical properties, numerous 

pathways and enzymes are required for their elimination. Conventionally, metabolic elimination is divided into 

three phases – modification, conjugation and excretion. [1, 2] During the modification phase, a variety of 

enzymes catalyse the oxidation, reduction or hydrolysis of endo- and xenobiotics. The objective of these 

transformations is to increase the solubility of a compound or provide a site for conjugation reactions. [2] In the 

conjugation phase, enzymes known as transferases link a polar moiety such as glucuronic or sulfonic acid from 

a cofactor to a site of metabolism (SoM), further increasing the solubility of the substrate. [2, 3] The two phases, 

both of which are not always required, prepare the endo- and xenobiotic compounds for excretion, commonly, 

but not exclusively in urine. [1] 

Studying modification and conjugation reactions within metabolic pathways helps to understand the metabolic 

fates and pharmacokinetics of molecules which, in turn, is valuable for the development of drugs, agrochemicals, 

nutritional supplements, and cosmetics. [4, 5] The most important enzymes are from the cytochrome P450 (CYP) 

family, which are responsible for the modification of around 75 per cent of hepatically cleared drugs. [6, 7] The 

properties of CYPs have been thoroughly studied, and predictive models of metabolic regioselectivity and 

isoform specificity have reached accuracies of 90 per cent. [5, 8, 9, 10, 11, 12] Enzymes which work in 

conjunction with CYPs in the modification phase or enzymes which catalyse the conjugation reactions have been 

far less extensively studied.  

One of the most important auxiliary enzyme classes in the modification phase is called Flavin-containing 

Monooxygenase (FMO). FMOs are found in multiple tissues in the human body and they metabolise a wide 

range of endo- and xenobiotics. Eleven human isoforms of the FMO family have been identified. Five of these 

are functional active isoforms and are labelled FMO1–5 and the rest are non-functional pseudogenes (FMO6P–

11P). [13] There is currently no crystal structure for human FMO isoforms as they are found in the membranes 

of the endoplasmic reticulum (ER), which makes them difficult to crystallise. [14] However, examples of bacterial 

and fungal crystal structures have been observed. [15] 

An example of a significant family of conjugation enzymes is the uridine diphosphate-glucuronosyltransferases 

(UGT). As with FMOs, UGTs are found across the human body, but the total number of known isoforms is much 

greater with 22 active isoforms and 9 pseudogenes. Based on their sequence similarity, human UGTs are divided 

into four categories – UGT1, UGT2, UGT3 and UGT8. [16, 17, 18] The first two are mainly responsible for the 

transformation of both xenobiotics and endogenous compounds, UGT3 enzymes only have a minor role in the 

metabolism of xenobiotics, and the UGT8 family appears to have no role in metabolism (it catalyses the transfer 

of galactose from UDP-galactose to ceramide, important for the myelin sheath of nerve cells). [17, 19, 20] The 

names of the active isoforms are the following: 1A1, 1A3-10, 2A1-3, 2B4, 2B7, 2B10, 2B11, 2B15, 2B17, 2B28, 

3A1, 3A2 and 8A1. [16, 20] Human UGTs are also found in the ER as well and the only reported crystal structure 

to date is the C-terminal domain of 2B7. [21, 22] 

Recently, attention has been placed on understanding the metabolic behaviour of FMOs. While CYPs are the 

major contributors to oxidative metabolism (approximately 96 per cent of cases), the role of FMOs should not 

be underrated. The substrates for both enzyme classes overlap and, due to this, the contribution of FMOs to 

drug metabolism is often underestimated or ignored. [6, 13, 23] Furthermore, FMOs might also yield toxic 

metabolites such as sulfines and sulfenes. [24] Thus, modelling FMO activity would enable chemists to design 

drugs that are geared towards FMO-mediated metabolism, should CYP interaction be problematic (e.g. due to 

drug-drug interactions) or undesirable, while avoiding toxic metabolites. The number of studies regarding FMOs 

is slowly growing [7], and at least one QSAR model, using descriptors derived from quantum mechanics (e.g. 

Fukui reactivity indices) and circular fingerprints, has been published [25]. 
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UGTs on the other hand are known to be responsible for the conjugation of around 15 per cent of current 

hepatically cleared drugs and around 40 per cent of conjugation reactions. [6, 7, 26, 27] Thus, UGTs are 

considered the second most important enzyme class when considering the metabolism of drug-like compounds. 

The number of studies regarding UGTs has steadily grown over the years [6, 7] and many quantitative structure-

activity relationship (QSAR) models have been published using publicly available data, e.g. by Sorich et al. [28], 

Dang et al. [29] and Mazzolari et al. [30]. However, none of the referenced models explicitly utilize reactivity and 

accessibility of potential substrates in a similar fashion to some of the successful CYP models. [5, 8]  

Aim of the Study 

Successful CYP metabolism models which combine empirical data with mechanistic approaches, [5, 8] consider two 

factors that influence the SoM – reactivity and accessibility. Accessibility may be taken into account through 

docking within a model of the active site or two-dimensional SoM-specific (rooted) steric and orientation 

descriptors, whereas the reactivity of potential SOMs is calculated using quantum mechanical (QM) calculations. 

The QM calculations are used to estimate the activation energy (Ea) of product formation for each potential SoM, 

which describes their pure reactivity. In the CYP models, the Ea alone explains around 70 – 85 per cent of the 

experimentally observed SoMs within substrates. [5, 8] 

In order to conduct the calculations within a reasonable time frame, the Ea is calculated using a simplified model of 

the enzyme system. While several simplifications are introduced, it is important to ensure that the simplified model 

correlates with the experimental observations – the experimental reaction rates and Ea values should be inversely 

correlated through the Arrhenius equation (Eq. 1) and the majority of observed sites would be expected to have 

the lowest calculated Ea within the substrate molecule. [5, 8] 

ln(𝑘) = ln(𝐴) −
𝐸𝑎

𝑘𝑇
 (Eq. 1) 

A detailed understanding of the energetics of the catalytic mechanism, especially the rate limiting step of 

product formation, of both FMOs and UGTs is the first stepping stone of generating accurate and transferable 

models of metabolism by these enzymes. In the following sections we will explore the roles of both FMOs and 

UGTs in the drug metabolism, review the details known about the reaction mechanisms and study the rate 

limiting steps of product formation using density functional theory (DFT).  

Thus, the aim of the current study is to (a) determine simplified mechanisms of the product formation steps for 

both FMOs and UGTs and (b) validate the mechanisms by comparing the calculated Ea values to experimentally 

measured reaction rates and observed SoMs. The study will include N- and S-oxidation for FMOs and N- and O-

glucuronidation for UGTs, since those four reactions are prevalent amongst the chosen enzyme systems. The 

results would give a strong foundation for generating a combined reactivity-accessibility model for both FMO 

and UGT metabolism in the future. 

The Role and Mechanism of FMOs 

Oxidation by FMOs works by transferring an oxygen atom from a hydroxyperoxyflavin, generated from the  

flavin adenine dinucleotide (FAD) cofactor, to the “soft-nucleophile” of the respective substrate as depicted in 

Figure 1. The commonly oxidised nucleophiles include nitrogen and sulfur atoms, but examples from various 

species include selenium, iodine, boron, phosphorus and even carbon oxidation. [13, 24] The reaction types 

observed within humans include N- and S-oxidation, N-demethylation and desulfuration, but N- and S-oxidation 

are by far the most prevalent. [13] 
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Fig. 1 Oxidation of trimethylamine (TMA), a known FMO substrate (the blue bond represents the newly formed 

bond). [13] The substituent “R” represents the adenine dinucleotide part of FAD. 

The substrate specificity of FMOs overlaps with CYPs and although substrates tend to be metabolised by CYPs, 

there are molecules which are exclusively or predominately metabolised by FMOs – benzydamine [31], itopride 

[32], albendazole [33], cimetidine [34, 35, 36] to name a few. It should be noted that the metabolites of FMO 

are often less toxic than CYP-mediated metabolites. [13] The potential sites of metabolism include tertiary-, 

secondary- and primary alkyl and aryl amines, hydrazines, sulfides, thiols and disulfides, thiocarbamides and 

thioamides, and mercapto-purines, pyrimidines, and imidazoles. [24] 

The initial studies with pig FMOs (FMO1) showed that FMOs are very promiscuous towards substrates and 

metabolise any compound containing a “soft-nucleophile” which can access the active site. Compounds with a 

single positive charge are excellent substrates while compounds with more than one positive charge are not. 

Zwitterions and compounds with a negative charge are generally not metabolised with few exceptions. [24, 37] 

More recent studies with human FMOs, however, show distinct differences in specificity between FMO isoforms 

based on shape of the active site, e.g. FMO1 can oxidise substrates with soft nucleophiles extending up to 5Å 

from a bulky ring system (e.g. imipramine) while FMO2 cannot because of its buried active site. From the drug 

metabolism perspective, the most interesting isoforms are FMO1 and FMO3, since the active site of FMO2 

appears to be the most restricted and not much is known about FMO4 and FMO5. [24] 

The catalytic cycle of oxidation of substrates by FMOs, depicted on Figure 2, includes reduced nicotinamide 

adenine dinucleotide phosphate (NADPH), FAD and molecular oxygen (O2). It starts by reducing the FAD cofactor 

to FADH2 using NADPH. FADH2 reacts with O2, forming a stable hydroxyperoxyflavin (FAD–OOH), which is then 

ready to react with any suitable nucleophile which can gain access to the active site. During the oxidation 

reaction, the distal oxygen atom of the hydroperoxide is transferred to the substrate, effectively oxidising the 

substrate and forming FAD−OH. The original FAD reaction centre is then regenerated by the elimination of water 

and NADP+. [15, 24] Based on the bacterial FMO structures, the adenine dinucleotide tail of FAD is believed to 

be tightly bound to a groove in the large domain of the protein and only the tricyclic motif is exposed to the 

potential substrate. The NADPH cofactor is bound to another groove of the large domain and is held close to 

FAD and an asparagine residue (Asn-91), which aids the delivery of O2, to allow rapid progression through the 

catalytic cycle. [13]  
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Fig. 2 The simplified catalytic cycle of FMOs. “Sub” stands for substrate and this work will focus on substrate 

oxidation, highlighted in red. 

Previously published studies of FMO mediated N- and S-oxidation have proposed two potential reaction types 

for the rate limiting step: an SN2 reaction with a heterolytic split of the peroxide bond [38] and a radical reaction 

with a homolytic split of the peroxide bond [39]. 

The Role and Mechanism of UGTs 

UGTs are a sub-class of glycosyltransferases (GT), which are responsible for catalysing the formation of the 

glycosidic bonds to form glycosides as depicted in Figure 3. The prevalent sites of metabolism for UGTs are 

phenol groups, carboxylic acids and alcohols (O-glucuronidation) followed by amines, amides and N-

heterocycles (N-glucuronidation [40]). S- and C-glucuronidation are known but rarely observed in humans. [41, 

42] The substrate spectrum for UGTs is broad and structurally unrelated, for example, in humans, ethanol, [43] 

salicylic acid, [44] nicotine, [45] benzo(a)pyrenol [46] and bilirubin [47] are all glucuronidated. 

 

 

Fig. 3 Glucuronidation of valproic acid (the blue bond represents a glycosidic bond). [48] 

The broad substrate specificity for the class is due to the number of different isoforms, and the overlap between 

which compounds they are able to metabolise. [49, 50, 51] Nonetheless, isoforms have their preferred substrate 

types; for example, 1A6 mainly glucuronidates small phenolic substances and 2B7 favours opioids. In addition, 

some isoforms have been tailored, but not limited, to specific tasks; for example, bilirubin is solely 

glucuronidated by 1A1 [52] and 1A4 can glucuronidate tertiary amines (a reaction that has been seen mostly in 

humans and higher primates). [40, 53] Due to their role in xenobiotic metabolism, most glucuronidation studies 

relate to substrate activity feature UGT1 and UGT2 enzymes. 

In general, the glycuronosyl reactions follow a mechanism where the sugar donor and the substrate are bound 

sequentially, followed by the sugar transfer, inverting the configuration at the anomeric centre. The product is 

then released, followed by the release of the nucleotide moiety. Inverting GTs utilize a direct displacement SN2-

like mechanism with an oxocarbenium ion-like transition state. [54, 55] While many GT’s use cations (generally 

Mn2+ or Mg2+) to stabilize the leaving group, there is no evidence of a bound metal ion in UGT’s. [56, 57, 58] 

According to the docking studies, which used a homology model of 1A1, two histidine residues (supported by an 

aspartate residue) are the base (H39) and acid (H372) for the reaction, forming a “catalytic dyad” depicted in 

Figure 4. [56] The phosphates of the leaving group are stabilized by serine and glycine residues (S38 and G377 

respectively) removing the need for a metal cation. [56, 57, 58] Other authors have suggested that either the 

D151 or H372 may instead act as a general acid for the UGT1 family, [57, 58] but irrespective of the details 

concerning residues, the general acid-base mechanism, where proton transfers accompany an SN2 mechanism 

for UGTs has been generally accepted. [59] 
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Fig. 4 The proposed catalytic dyad of glucuronidation (UGT1A1), where UMP stands for uridine monophosphate 

and R is a placeholder for an undefined substituent. [56] 

No computational studies of the mechanisms of action of UGTs have been reported prior to this work. 

Methods  

For DFT calculations, which are computationally expensive in comparison with methods routinely applied to 

drug discovery and metabolism prediction, the system under study should be small, but retain its chemical 

characteristics. A series of simplifications for both FMOs and UGTs was tested to reduce the size of the system 

without significantly changing the reactivity of the reaction centre towards different SoMs. To take into account 

the long-range effects of the substrate structure and not only the local environment of the SoM, the Ea will be 

evaluated in the context of the whole substrate molecule without any fragmentation. The models will be 

validated using experimental data after an acceptable simplification of the system has been achieved, and a 

transition state geometry has been found. 

Computational Methods  

All input molecular structures in this work were generated using the program Avogadro [60] or CORINA Classic 

[61] and pre-optimized using the semi-empirical method AM1 [62]. The same method was also used for scanning 

the potential energy surfaces of transition states of potential FMO and UGT substrates. The semi-empirical 

calculations were performed using the program package MOPAC 7. [63] 

Further geometry optimizations were conducted with DFT using the B3LYP functional [64, 65, 66, 67] and the 

def2-SVP [68] basis set. B3LYP was chosen because the reaction mechanisms of oxidation and glucuronidation 

feature only organic molecules and, in previous cases, geometry optimizations, including transition states 

calculated using hybrid GGA functionals yielded similar results to the more expensive hybrid meta-GGA 

functionals. [69] The basis set for geometry optimization included the polarization functions for all atoms due 

to proton transfer and the potential for hydrogen bonding. The geometry optimisation results were checked by 

the frequency calculations to ensure that the chosen geometries were at either a local minimum or a first order 

saddle point, as appropriate. The geometry optimization and frequency calculations  were followed by a single-

point calculation using a B3LYP functional with a dispersion correction [70], along with the def2-TZVPD and def2-

QZVPDD [68] basis set. All calculations were performed in vacuum in order to estimate the pure reactivity of 

each potential SoM and avoid any confounding factors. The density functional calculations were performed with 

the NWChem 6.8 program package. [71] The electronic wavefunctions were analysed using the Multiwfn 

program [72] and charges were calculated using Hirshfeld charges [73].  
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The Requirements of Experimental Data  

While the Ea, calculated using DFT, is considered to be a good descriptor for lability, the accessibility cannot be 

ignored. In order to make a fair comparison between the measured reaction rates and the calculated Ea values, 

the variabilities in the protein environment and steric accessibility of the SoMs have to be minimized. Thus, the 

set of compounds with experimentally measured reaction rates should be structurally similar and measured for 

the same isoform. In addition, the compounds should be measured in the same laboratory using the same assay 

to exclude additional potential variabilities. Preferably the reaction rates are measured when the enzyme is fully 

saturated by the substrate (measuring the Vmax). Unfortunately, for FMOs, we were unable to find a dataset 

which would satisfy all those requirements, thus instead of linear correlation, the ordering of potential SoMs 

will be measured. Nonetheless, the molecules in the dataset should be small, to minimise the effects rising from 

variations in binding orientation and steric accessibility. Thus, five smallest molecules from the data set were 

chosen which are known to be oxidised by FMO3 and have two or more potential SoMs. 

 

Fig. 5 The following compounds were used for validation: (a) methimazole; (b) ethionamide; (c) fenthion; (d) 

cevimeline; (e) chlorpromazine. 

The molecules used in the FMO validation are: methimazole, [13] ethionamide, [13] fenthion, [74] cevimeline 

[13] and chlorpromazine [75] – Figure 5. Each molecule has at least two potential SoMs including both nitrogen 

and sulfur atoms (with the exception of fenthion, which has only sulfur atoms as potential SoMs). The test set 

has altogether five observed SoMs, thirteen potential SoMs with seven nitrogen atoms and six sulfur atoms. 

 

Fig. 6 The backbone of flavones used in the study. 

The test set used for UGTs consists of six molecules and eleven observed sites of metabolism with measured 

Vmax values for the UGT isoform 1A1. [76, 77] Each molecule in the set consists of a flavone backbone, depicted 

in Figure 6, with a varying number and location of hydroxy groups. Each potential SoM in the test set is a hydroxy 

group and undergoes O-glucuronidation. While the substrates and the SoM environments are very similar, it can 

be seen from Table 1 that the Vmax values vary significantly, indicating that taking into account the long-range 

interactions during calculations is crucial. 

Table 1 The experimental reaction rates (Vmax) of the flavones used for validation of the model herein. Potential 

SoMs without a Vmax (“-”) were not observed experimentally and were left out of the study. Data are means ± 

standard error of three determinations. The observed sites of metabolism are indicated by an arrow.  
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Structure Compound Name Site 
Vmax  

(pmol min−1 mg) 
Standard Error  

(pmol min−1 mg) 

 

3,7-
dihydroxyflavone 

3 1020 ±540 

7 3040 ±420 

 

Galangin 

3 820 ±140 

5 - - 

7 4590 ±460 

 

3,6,4’-
Trihydroxyflavone 

3 340 ±50 

6 120 ±10 

4’ 340 ±30 

 

Resokaempferol 

3 680 ±50 

7 1080 ±130 

4’ - - 

 

3,3’,4’-
Trihydroxyflavone 

3 - - 

3’ 4810 ±250 

4’ - - 

 

Kaempferol 

3 - - 

5 - - 

7 1380 ±140 

4’ - - 

 

N-glucuronidation is understood to follow the same mechanism as O-glucuronidation since the C-terminal 

domain of UGTs, which is associated with the binding of the UDP-GA, is highly conserved and the H372 amino 

acid residue, seen in Figure 4, acts as a general acid in the “catalytic dyad” for all UGT1 isoforms. [20, 56, 58] 

Unfortunately, there are far fewer quantitative experimental data points for N-glucuronidation, and a set of 

structurally similar compounds cannot be compiled. Therefore, only one compound, trifluoperazine, will be 

used, with which to test the calculated reaction mechanism. The SoM which is observed to be glucuronidated 

by UGT1A4 is the tertiary amine seen in Figure 4. [78] 

 

Fig. 7 N-glucuronidation of trifluoperazine with the potential SoMs shown in green and yellow (dashed) circles.  



 

 9 

Results and Discussion 

The experimentally observed SoM on a substrate is determined by the reactivity and accessibility of each 

potential SoM. In this study, the focus is on the reaction mechanism, and hence on the reactivity, as determined 

by the Ea. The interactions of the substrate with the protein binding site, which influences the orientation of the 

substrate and hence, the accessibility of each site will not be considered. Therefore, the initial simplification is 

to eliminate the protein and focus on the interaction between the cofactor and the substrate. It should be noted 

that the protein environment can be reintroduced via steric- and orientation descriptors as discussed earlier, 

and the approach has been proved to be fruitful for estimating the reactivity of the SoMs for CYPs. [5, 8] While 

the most significant contribution to calculation costs has been removed, additional simplifications for both FMOs 

and UGTs will be explored in the following sections. 

FMOs  

In addition to disregarding the effects raising from the protein environment, simplification of the FAD–OOH would 

also be beneficial to the calculation costs. The FAD structure can be divided into two parts: the adenine nucleotide 

and the flavin mononucleotide, which are connected through phosphate groups. According to experimental studies 

on bacterial crystal structures [15], the substrate interacts only with the flavin mononucleotide and the rest of the 

molecule, including the phosphate groups, is buried deep within a groove of the protein. This knowledge of the 

bacterial structure is assumed to be conserved in the human protein and therefore may permit a simplification by 

replacement of the adenine nucleotide and the bridging chain with a hydrogen atom (Figure 8, blue line). This is 

possible because the long-range electronic effects of the removed fragment are expected to be negligible during 

the dissociation of the peroxide bond. This was confirmed by calculation of the potential energy profile for peroxide 

bond dissociation, where the bond length was gradually increased from 1.45 to 2.0 Å, for both the full FAD-OOH 

and simplified system as seen in Figure 8. The system was then simplified further by investigating the contribution 

of the di-methyl benzene ring to the energy of the peroxide bond dissociation using DFT. It was found that the 

simplified structure, the red line in Figure 8, maintained indistinguishable peroxide bond dissociation behaviour 

when compared to the larger FAD system and to the full FAD−OOH as seen in the graph in Figure 8. 

 

Fig. 8 The electronic behaviour of (a) the full FAD–OOH in green, (b) the FAD without the adenine nucleotide tail in 

blue and (c) the simplified FAD in red during the dissociation of the peroxide bond. 

By building upon the work of previous studies [31, 39], we were able to locate the transition state for the oxidation 

of trimethylamine (TMA), one of the simplest known substrates for FMOs. However, despite multiple attempts, 

systematic potential energy scans and alterations to our approach (open-shell, restricted open-shell and various 

spin-multiplicities), a transition state for a radical mechanism could not be found. However, the same starting 

geometry, with closed-shell calculations, provided a transition state, representative of an SN2 reaction (Figure 9).  

The current result provides evidence against the possibility of N- and S-oxidation occurring via a radical mechanism. 
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Of particular note in the transition state structure is the hydrogen of the peroxide. At the transition state the 

hydrogen is rotated towards and anchored by the carbonyl oxygen of the FAD ring system. This, in turn, lowers the 

Ea, assisting with the oxygen transfer. The reaction coordinate studies showed that after the transition state, the 

hydrogen is transferred directly to the proximal oxygen atom (although, in solution, it could be water-mediated). 

 

Fig. 9 Transition state structure for the closed-shell system. 

By comparing the energy of the transition state with the sum of the energies of the isolated optimised reactants, 

an Ea of 61 kJ mol–1 was found using the SVP basis set. This energy was then probed further with the larger QZVPPD 

basis set to obtain an activation energy of 61 kJ mol–1. Considering these calculations are performed at 0° K, the 

addition of thermal energy to the system suggests that the barrier height of this reaction is small enough to be 

overcome at internal body temperature. When comparing the energies of the isolated optimised reactants with 

isolated optimised products, products were found to be 32 kJ mol–1 lower in energy in the SVP basis set and 56 kJ 

mol−1 with the QZVPPD basis set. The difference in energy between basis sets can be explained by the better 

description of the zwitterionic trimethylamine oxide product. Despite this discrepancy there is still a large energy 

difference between the reactants and products which is the major driving force for the reaction. This investigation 

is summarised in Figure 10. Furthermore, as we are most interested in the Ea, this suggests that we do not need to 

use the more expensive basis set to get reasonable energies. 

 

Fig. 10 The reaction coordinates of the oxidation of TMA. 
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Figure 11a shows that in the optimised reactant form, the charges present on the two oxygens atoms of the 

FAD−OOH are identical. However, at the transition state (Figure 11b), the charge on the proximal oxygen bonded 

to the ring system has more than doubled, with a charge equal to that seen on the carbonyl oxygen of the FAD ring. 

The charge on the distal oxygen that is being transferred to the nitrogen has kept a consistent charge to that which 

was seen in the reactant. The nitrogen of TMA, which would typically have a negative charge similar to what is seen 

on the labelled nitrogen of the FAD ring, has now become positive. These charges seen at the transition state 

indicate that a charge transfer is taking place, where an electron pair from the distal oxygen moves onto the 

proximal oxygen and an electron pair from the nitrogen atom of TMA moves onto the distal oxygen. This shows 

that the charge transfer occurring during oxidation is a “two-electron process”, consistent with an SN2 mechanism. 

 

Fig. 11 Hirshfeld Charges present on specified atom in (a) isolated optimised FAD−OOH and (b) transition state. 

The results of these investigations led to the following simplified curly-arrow mechanism to explain the initiation 

of the reaction (Figure 12): the approach of the lone pair towards the O–O σ* antibonding orbital of FAD‒OOH 

causes the peroxide bond to lengthen. The donation of both electrons from the lone pair of TMA causes the two 

electrons that were once shared between the oxygens to be pushed onto the proximal oxygen. 

 

Fig. 12 Curly-arrow mechanism for the initiation of FMO-mediated oxidation. 

After the thorough investigation into the SN2 mechanism’s feasibility with TMA, the same modelling approach was 

applied to other known FMO substrates. Building the FAD‒OOH reaction centre around possible SoMs for each 

substrate and then performing a transition state search enabled the determination of the Ea for each SoM. 
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Fig. 13 Ea values of possible sites of metabolism for 5 known FMO substrates: (a) methimazole; (b) ethionamide; 

(c) fenthion; (d) cevimeline; (e) chlorpromazine. Green circles represent sites that are found to be oxidised in 

experiment and yellow (dashed) circles represent sites that are not. 

The results of these calculations, shown in Figure 13, indicate that for each substrate, the site with the lowest 

activation energy is the site found to be oxidised experimentally. This is an indicator that activation energy plays 

an important role in determining which site within a molecule is the preferred SoM for FMOs. Another notable 

result of these calculations is that the SN2 mechanism has been found to be applicable to larger systems with both 

nitrogen and sulfur environments. These results give an increased confidence that the selected simplified FAD‒

OOH and reaction mechanism are correct as it reproduces the site preferences of the real enzyme.  

It should be noted that that SoMs of cevimeline cannot be explained only by reactivity due to the small difference 

in their Ea values and the preferred site is probably determined by additional steric and accessibility effects. 

Furthermore, here we are comparing the relative Ea values of potential sites within a molecule and the absolute Ea 

does not, itself determine is a site is metabolised. For example, the nitrogen atom in ethionamide has an Ea of 70 

kJ mol–1 but is not oxidised while the sulfur atom in fenthion, with an Ea of 80 kJ mol–1, is metabolised. In this and 

other similar cases, the potential SoMs are prioritised by the Ea values within a molecule. Thus, a potential SoM 

with a low Ea value may not be metabolised due to competing SoMs with even lower Ea values in the same 

compound or due to steric and orientation effects. 

UGTs  

According to a homology model of UGT1A1, the UDP-GA is buried deep inside the protein and only a small part of 

the sugar ring, including the anomeric carbon, is accessible to a potential substrate. [79] Because the leaving group 

does not interact with potential substrates, while contributing approximately 70% to the mass of UDP-GA, the 

reaction mechanism could be simplified by replacing UDP with a smaller substituent, as we did with FMOs. Since 

the difference between Ea values of potential SoMs is of interest, rather than absolute Ea values, the systematic 

absence of resonance stabilization and long-range effects of UDP does not play a role. 
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In the context of simplifying the UGT reaction mechanism, a good candidate for a leaving group would be small and 

non-polar to minimise the number of hydrogen bonds it can form. Such prerequisites are necessary in order to 

minimize the calculation times and avoid spurious interactions between the leaving group and the substrate. In 

addition, the interactions would be unrealistic because, in practice, the protein would restrict the movement of 

both substrate and UGT-GA and, in the model, the Ea of transition states which include spurious hydrogen bonds 

would be artificially lowered. A good candidate would be a methoxy group (MeO), which fulfils the requirements. 

The constrained energy profiles along the reaction coordinate of the dissociation of the UDP-GA and MeO-GA 

bonds are shown in Figure 14. The reaction coordinates were generated using the results from single-point energy 

calculations in which the bond length between the GA and leaving group was gradually increased from 1.4 to 6.0 

Å. The comparison of the energetics along the reaction coordinates demonstrates that, compared to UDP, the MeO 

is a poorer leaving group. MeO is a weak acid (strong conjugate base), and it lacks the resonance stabilization of a 

phosphate group. However, the shape of the dissociation curves is very similar, and both plateau around 6.0 Å, 

MeO energy values being around 50 kJ mol−1 higher on average. The difference in the leaving group will slightly 

alter the transition state structures as well, but the differences are taken into account by using the relative energy 

values. In addition, the gradient of the two curves is almost identical, suggesting that the MeO group could be used 

as a replacement for UDP, but its Ea value will always be systematically higher. 

 

Fig. 14 The frozen energies (dots, y-axis on the left) and energy gradients along the reaction coordinates (lines, y-

axis on the right) of the dissociation of UDP-GA and MeO-GA. 

While it is not explicitly known which amino acid residue acts as an acid for the glucuronidation reaction for each 

isoform, based on the literature, it is clear that the reaction proceeds through an acid-base mechanism. There are 

three distinct possibilities to address the proton transfer, each one of them having their pros and cons: use two 

water molecules as an acid and base, use two amino acid residues (e.g. two histidine residues) or simplify the acid-

base approach and use the deprotonated substrate. 

From the experimental perspective, water molecules would be a balanced choice. On one hand, they are ideal for 

proton transfer and, theoretically, the active site of the protein will include water molecules. On the other hand, 

water molecules can form spurious hydrogen-bond networks in a simplified model. The amino acid residues, while 

being better at representing the glucuronidation, increase the calculation time considerably and also give rise to 

potential spurious hydrogen bonds. Simplifying the acid-base approach by deprotonating the substrate before the 

transition state calculations would yield the fastest calculation times but would not take the proton transfer into 

account explicitly. 

We explored a series of systems with which to model the transition state as described in the Supporting 

Information. All of the model systems produced very similar transition state structures, therefore the deprotonated 
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system (shown in Fig. 15) it was chosen because it did not form any spurious hydrogen bonds during geometry 

optimisation and the calculations were quick to converge. In addition, as with other systems, it did take the proton 

transfer into account, although implicitly. In the following paragraphs, the reaction mechanism will be validated 

with experimental data, proving that the deprotonated substrate transition state model works. 

 

Fig. 15 The glucuronidation transition state with the deprotonated substrate. The green and red bonds illustrate 

the forming and breaking bonds, respectively. 

The transition state energy profile for conjugation of a common substrate of UGTs, 7-hydroxyflavonol at the 

hydroxy group in the seventh position (Figure 6), is depicted in Figure 16. The Ea, calculated using the simplified 

methoxy model and a deprotonated oxygen, is 152 kJ mol−1. Surprisingly, the energy of the products of the reaction 

is not considerably lower than that of the reactants. A larger sample size would be needed to confirm this, but 

glucuronides are known to be hydrolysed to form the original substrate and GA or to go through acyl migration, 

[80] which would be consistent with a small difference in the total energy values of the reactants and products. 

The bond lengths of the breaking and forming bonds of the anomeric carbon were very similar to the bond lengths 

observed in the transition state structures presented in the previous section. 

 

Fig. 16 The energy profile of the glucuronidation of 3,7-dihydroxyflavone. 

To validate the simplified reaction mechanism for O-glucuronidation, experimentally measured reaction rates for 

eleven sites of metabolism within six compounds were used (Table 1). As stated before, the compounds are 

structurally very similar to minimize variations due to differences in accessibility of the sites of metabolism due to 
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variations in interactions with the  enzyme active site; thus, it is anticipated that the majority of the differences in 

the observed rates will only be due to variations in the reactivity of the SoMs. In addition, the results have been 

measured by the same laboratory using the same assay conditions to minimize inter-laboratory variations, which 

could lead to different reaction rates. 

The results, shown in Figure 10, demonstrate an approximate linear relationship between the logarithm of the 

reaction rates and Ea values. However, two outliers can be seen in Figure 16, which lower the squared Pearson 

correlation coefficient to 0.34. Interestingly, both of those points correspond to the 3,6,’4-flavone which differs 

from other flavones by the addition of a hydroxy group in the sixth position. In addition, the point with the worst 

correlation is the Ea value for the hydroxy group in the sixth position. One possible explanation is that the 3,6,’4’-

flavone forms stronger interactions in the active site of UGT1A1, resulting in a slower release of the formed 

glucuronide [81] or it could be an orientation effect due to an interaction of the hydroxy at the sixth position with 

the active site. Nonetheless, these results show a trend, which confirms that it is possible to differentiate between 

the more and less labile SoMs using the simplified reaction mechanism. The correlation coefficient excluding the 

outliers would be 0.68. Note that we would not expect a perfect correlation between the Ea and the observed rates 

of metabolism because these will also be influenced by steric accessibility effects and  the trend suggests that the 

calculated activation energy would be a suitable descriptor in a reactivity-accessibility model for UGTs. The 

correlation value using the dispersion corrected functional with a higher basis set was 0.43. The correlation value 

using the higher level of theory, but excluding the outliers, would be 0.68 as well. The use of dispersion corrections 

and a higher basis set did not significantly improve the overall level of correlation, thus as with FMOs the use of a 

higher basis set is not necessary. 

 

Fig. 17 The correlation between the activation energy and reaction rates for glucuronidation of flavonoids by 

UGT1A1. The outliers, potential SoMs 6 and 4’ of 3,6,’4’-flavone, have been marked with the colour red. 

In the case of N-glucuronidation, trifluoperazine was studied, which is seen in Figure 7 and where the 

experimentally observed site also had the lowest calculated Ea value amongst all potential sites of metabolism with 

the Ea of 229 kJ mol−1. The glucuronidation of the tertiary amine in the thiazine group had the Ea of 276 kJ mol−1, 

and the glucuronidation of the other tertiary amine in the piperazine group had the Ea of 241 kJ mol−1.  It must be 

noted that the experimentally observed SoM depends on both reactivity and accessibility; thus, the site with the 

lowest Ea value is not always glucuronidated. 

Conclusions 

FMOs are important modification phase enzymes, assisting CYPs in the oxidation of both endo- and xenobiotic 

compounds. UGTs are considered the second most important enzyme class after CYPs for the general metabolism of 
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drug-like molecules. In this study we present simplified transition state systems for the SN2 reaction mechanisms of 

both FMOs and UGTs. The Ea calculated by these mechanisms can be used to predict the lability of the potential SoMs 

for both enzyme classes. The use of DFT, as opposed to classical QSAR methods, provides generality and 

transferability, since the results are derived from fundamental physical principles. In addition, the use of a full 

substrate, rather than just a fragment, treats each molecule in its entirety when assessing the likelihood of 

metabolism; thus, each potential site of metabolism is considered in the context of the whole molecular environment. 

For FMOs, the Ea proved to be an excellent descriptor and all experimentally observed sites of metabolism had the 

lowest Ea value within a molecule across the 5 molecules and 13 potential SoMs used in this study. For UGTs a data 

set of experimental Vmax values was obtained and the calculated Ea correlated with the experimental data points. In 

the case of N-glucuronidation, the SoM was correctly classified, but it simply served as an example that the same 

reaction works with both N- and O-glucuronidation and is not statistically significant. The results show that the 

reactivity of N- and S-oxidation and N- and O-glucuronidation can be described with the simplified reaction mechanism 

to an acceptable level of correlation. 

As previously said, most outstanding metabolism prediction models take into account both reactivity and accessibility. 

In order to successfully predict the metabolism for different isoforms of FMOs and UGTs, reactivity models, as 

presented in this work, should be combined with a method for assessing the accessibility of each potential SoM, such 

as a ligand-based approach. Such a model should be trained and tested using a larger number of compounds for which 

the experimentally observed SoMs have been determined. The current work resulted in an experimentally validated 

reactivity models, which give a strong foundation for generating combined reactivity-accessibility models (Ea 

combined with steric- and orientation descriptors) for FMO and UGT metabolism in the future. 
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